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[28] N. Chaâbane, “A hybrid arfima and neural network model for electricity

price prediction,” Electrical Power and Energy Systems, vol. 55, no. 1, pp.

187–194, 2014.

[29] M. Zhou, X. Liu, B. Pan, X. Yang, F. Wen, and X. Xia, “Effect of tourism

building investments on tourist revenues in china: A spatial panel econo-

metric analysis,” Emerging Markets Finance and Trade, vol. 53, no. 9, pp.

1973–1987, 2017.

[30] G. E. P. Box, G. M. Jenkins, G. C. Reinsel, and G. M. Ljung, Time Series

Analysis: Forecasting and Control, 5th Edition. John Wiley Sons, 2016.

[31] G. E. P. Box and D. R. Cox, “An analysis of transformations,” Journal of

the Royal Statistical Society. Series B (Methodological), vol. 26, no. 2, pp.

211–252, 1964.

[32] P. J. Brockwell and R. Davis, Introduction to Time Series and Forecasting.

Springer Verlag, 1996.

[33] S. Makridakis, S. C. Wheelwright, and R. J. Hyndman, Forecasting: Meth-

ods and Applications. John Wiley Sons, 1998.

[34] W. W. S. Wei, Multivariate Time Series Analysis and Applications. Wiley,

2019.

[35] F. X. Diebold and G. D. Rudebusch, “Long memory and persistence in

aggregate output,” Journal of Monetary Economics, vol. 24, no. 2, pp.

189–2019, 1989.

110



[36] P. J. Brockwell and R. A. Davis, Time Series: Theory and Methods. New

York: Springer-Verlag, 1991.

[37] R. T. Baillie, “Long memory processes and fractional integration in econo-

metrics,” Journal of Econometrics, vol. 73, no. 1, pp. 5–59, 1996.

[38] N. Elmesmari, R. Suliman, and M. Elnazzal, “The effect of over-differencing

on model validity,” Scholars Journal of Physics, Mathematics and Statis-

tics, vol. 9, no. 8, pp. 122–144, 2022.

[39] W. Palma, Long-Memory Time Series. John Wiley and Sons, 2007.

[40] J. Geweke and S. Porter-Hudak, “The estimation and application of long

memory time series models,” Journal of Time Series Analysis, vol. 4, no. 4,

pp. 221–238, 1983.

[41] V. A. Reisen, “Estimation of the fractional difference parameter in the

ARIMA(p, d, q) model using the smoothed periodogram,” Journal of Time

Series Analysis, vol. 15, no. 3, 1994.

[42] L. J. Bain and M. Engelhardt, Introduction to Probability and Mathematical

Statistics, 2nd ed. California: Duxbury Press, 1992.

[43] E. J. Hannan and B. G. Quinn, “The determination of the order of an au-

toregression,” Journal of the Royal Statistical Society, Series B (Method-

ological), vol. 41, pp. 190–195, 1979.

[44] R. S. Tsay, Analysis of Financial Time Series. John Wiley and Sons, Inc.,

2005.

111



[45] R. F. Engle, “Autoregressive conditional heteroscedasticity with estimates

of the variance of united kingdom inflation,” Econometrica, vol. 50, no. 4,

pp. 987–1007, 1982.

[46] P. K. K. Chu, “Using BDS statistics to detect nonlinearity in time series,”

in Proceedings of the 53rd International Statistical Institute Conference,

2001.

[47] S. Chakraverty and S. K. Jeswal, Applied Artificial Neural Network Methods

for Engineers and Scientists. World Scientific, 2021.

[48] A. A. Alsuwaylimi, “Comparison of arima, ann and hybrid arima-ann mod-

els for time series forecasting,” Information Sciences Letters, vol. 12, no. 2,

pp. 1003–1016, 2023.

[49] J. Heaton, Artificial Intelligence for Humans, Vol 3: Neural Networks and

Deep Learning. Heaton Research, Inc., 2013.

[50] I. N. Da Silva, D. H. Spatti, R. Andrade Flauzino, L. H. Bartocci Liboni,

and S. F. Dos Reis Alves, Artificial Neural Networks: A Practical Course.

Springer International Publishing, 2017.

[51] M. L. Osval Antonio, M. L. Abelardo, and J. Crossa, Multivariate Statisti-

cal Machine Learning Methods for Genomic Prediction. Cham: Springer

International Publishing, 2022.

[52] L. B. Sina, C. A. Secco, M. Blazevic, and K. Nazemi, “Systematic review

: Hybrid forecasting methods,” Electronics, vol. 12, pp. 1–14, 2023.

112



[53] R. J. Hyndman and G. Athanasopoulos, Forecasting: Principles and Prac-

tice, 1st ed. OTexts, 2014.

[54] A. Jierula, S. Wang, T.-M. OH, and P. Wang, “Study on accuracy met-

rics for evaluating the predictions of damage locations in deep piles using

artificial neural networks with acoustic emission data,” Applied Sciences,

vol. 11, no. 5, 2021.

[55] C. D. Lewis, Industrial and business forecasting methods. London: But-

terworth Scientific, 1982.

113


	LAMPIRAN

